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Abstract
As an approximation to the Discrete Cosine Transform (DCT), Integer Cosine Transform (ICT) is widely used in latest video coding standards, such as H.264/AVC, VC-1 and AVS. High Efficiency Video Coding (HEVC), the next generation of video compression standard, adopts 4/8/16/32 integer transform. Since the size of matrices themselves and the numerical magnitude of matrix elements are very large, HEVC transform suffers from huge computational complexity. To alleviate this problem, we proposed a fast algorithm for order-8 integer transform for HEVC. This algorithm has 66% less multiplications and 46% less additions than direct method and saves 60% area for hardware implementation. It is illustrated by signal-flow graph, which is easy to be translated to hardware or software implementation.

1. Introduction
The Discrete Cosine Transform (DCT) [1] has been widely applied in the area of image compression and video compression, such as JPEG, MPEG-2/4 and H.263. Its popularity is attributed to its ability to decorrelate data of spatial domain into data of frequency domain. Data will become more compact after being transformed, redundant information can be further removed. The DCT is considered as the closest to K-L transform, which is the ideal energy compaction transform. However, the matrix elements of DCT contain real numbers presented by a finite number of bits, which inevitably leads to the possibility of drift (mismatch between the decoded data in the encoder and decoder). Several methods have been introduced to control the accumulation of drift in video compress standards before H.264. However, H.264 makes extensive use of prediction, which causes it to be very sensitive to drift [2]. In order to eliminate mismatch between encoders and decoders and to facilitate low complexity implementations, latest video standards like H.264, VC-1 and AVS begin to adopt integer transform.

High Efficiency Video Coding (HEVC) [3] is the newest standard for high definition video processing. It is considered as the successor of H.264. Main goal of HEVC is to achieve 50% higher coding efficiency than H.264. In order to achieve this goal, HEVC adopts lots of state of the art coding tools including 4/8/16/32 integer transform. Compared to H.264, not only the size of matrices themselves but also matrix elements get larger. This makes the implementation of both hardware and software become very complicated. In this work, a fast algorithm for 8x8 integer transform of HEVC is presented, which is suitable for hardware and software implementation.

The rest of the paper is organized as follows. Section 2 describes the details of the fast algorithm. Section 3 gives some comparison. Finally, a conclusion is drawn in Section 4.

2. Proposed fast 8x8 IDCT algorithm
The two dimensional inverse DCT is
\[ f = A^T \times F \times A \]

It can be implemented using two 1-D IDCT, with a transpose memory as its intermediate memory. In this architecture, it adopts the row-column decomposition approach. It performs 1-D operation on each row followed by another 1-D operation on each column, as Figure 1 shows.

The Integer Cosine Transform (ICT) is an approximation to discrete cosine transform [4]. Generally, integer cosine transform must meet some restrictions. Details will not be covered here. Interested readers may refer to Reference [4]. Integer cosine transform inherits symmetric property from DCT between the left side and right side of the matrix. That is, in \(2^M (2^M=N, M>1)\) order integer cosine transform matrix, for any row [\(a_0, a_1, a_2, \ldots, a_{(N-1)}\)], it has properties as follows
\[ a_0 = a_{(N-1-i)}, \quad i = 0, 2, 4, \ldots, N - 2 \]
\[ a_0 = -a_{(N-1-i)}, \quad i = 1, 3, 5, \ldots, N - 1 \]
Where
\[ x = 0, 1, 2, \ldots, N - 1 \]
According to this property [5] [6], we can decompose a \(2^M (2^M=N, M>1)\)order integer cosine transform matrix as follows
\[ A_n = P_x \times \begin{bmatrix} A_{n/2} & 0 \\ 0 & R_{n/2} \end{bmatrix} \times B_x \]  

(1)

P_N is permutation matrix

\[ P_N(i,j) = \begin{cases} 1 & \text{for } i = 2j \text{ or } i = (j-N/2)*2+1 \\ 0 & \text{otherwise} \end{cases} \]

B_N is butterfly operation matrix

\[ B_x = \begin{bmatrix} I_{n/2} & I_{n/2} \\ I_{n/2} & -I_{n/2} \end{bmatrix} \]

Where

\[ I_{n/2} \] is an identity matrix of order N/2, \[ I_{n/2}^\wedge \] is the opposite diagonal identity matrix.

\[ A_{N/2} \] is the even part which comes from the even rows of \[ A_N \]. \[ A_{N/2} \] is also the order N/2 integer cosine transform matrix and can continue to decompose in the same way. \[ R_{N/2} \] is the odd part which comes from the odd rows of \[ A_N \]. Reference [5] proposed a generalized method of decomposing the odd part for DCT. However, it can’t be applied in integer transform.

HEVC specifies the 4x4, 8x8, 16x16 and 32x32 inverse transform. 4x4 matrix can be factorized through equation (1). 4x4 matrix of HEVC is defined as

\[
A_8 = \begin{bmatrix} 64 & 64 & 64 & 64 \\ 64 & 36 & -36 & -83 \\ 64 & -64 & -64 & 64 \\ 36 & -83 & 83 & -36 \end{bmatrix}
\]

We factorize \( A_4 \) as follows

\[
A_4 = P_4 \times \begin{bmatrix} A_2 & 0 \\ 0 & R_2 \end{bmatrix} \times B_4
\]

(2)

\[
P_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

\[
B_4 = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & -1 & 0 \\ 1 & 0 & 0 & -1 \end{bmatrix}
\]

\[
A_2 = \begin{bmatrix} 64 & 64 \\ 64 & -64 \end{bmatrix}
\]

\[
R_2 = \begin{bmatrix} 36 & 83 \\ -83 & 36 \end{bmatrix}
\]

For the 1-D IDCT transform

\[
\begin{bmatrix} m_0, m_1, m_2, m_3 \end{bmatrix} = [f_0, f_1, f_2, f_3] \times A_4
\]

(3)

\([f_0, f_1, f_2, f_3]\) is the input vector. \([m_0, m_1, m_2, m_3]\) is the output vector. Substituting equation (2) into equation (3), we can get the signal flow graph in Figure 2.
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Figure 2. 4x4 1-D inverse DCT signal flow graph

8x8 matrix in HEVC is defined as

\[
A_8 = \begin{bmatrix} 64 & 64 & 64 & 64 & 64 & 64 & 64 & 64 \\ 64 & -64 & -64 & 64 & 64 & -64 & -64 & 64 \\ 50 & -89 & 18 & 75 & -75 & -18 & 89 & -50 \\ 36 & -83 & 83 & -36 & -36 & 83 & -36 & 83 \\ 18 & -50 & 75 & -89 & 89 & -75 & 50 & -18 \end{bmatrix}
\]

\(A_8\) can be factorized by utilizing equation (1)

\[
A_8 = P_8 \times \begin{bmatrix} A_4 & 0 \\ 0 & R_4 \end{bmatrix} \times R_8
\]

\[
P_8 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}
\]

\[
P_8 = \begin{bmatrix} 18 & 50 & 75 & 89 \\ -50 & -89 & -18 & 75 \\ 75 & 18 & -89 & 50 \\ -89 & 75 & -50 & 18 \end{bmatrix}
\]
The decomposition of $R_4$ is the core idea of our proposal. First of all, we need to separate $R_4$ into the form of sum of two matrices.

$$R_4 = \mu + \lambda$$

Where

$$\mu = \begin{bmatrix} 18 & 50 & 75 & 90 \\ -50 & -90 & -18 & 75 \\ 75 & 18 & -90 & 50 \\ -90 & 75 & -50 & 18 \end{bmatrix}$$

And $\mu$ can be factorized as follows

$$\mu = a \times b \times c$$

Where

$$a = \begin{bmatrix} 1 & 0 & 0 & 5 \\ 0 & -4 & 6 & 0 \\ 0 & 6 & 4 & 0 \\ -5 & 0 & 0 & 1 \end{bmatrix}$$

$$b = \begin{bmatrix} 0 & 0 & 25 / 2 & 18 \\ 0 & 0 & -9 & 25 / 2 \\ 25 / 2 & -9 & 0 & 0 \\ 18 & 25 / 2 & 0 & 0 \end{bmatrix}$$

$\lambda = \begin{bmatrix} 0 & 0 & 0 & -1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}$
\[
c = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & -1 & 1 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}
\]

\(a, b, c\) and \(\lambda\) are all sparse matrix, which make the 8x8 transform suitable for implementation.  
1-D 8x8 inverse DCT is as follows 
\[
[m_0, m_1, m_2, m_3, m_4, m_5, m_6, m_7] = \left[ f_0, f_1, f_2, f_3, f_4, f_5, f_6, f_7 \right] \times A_k
\]

In order to avoid the loss of information caused by non-integer elements of matrix \(b\), we decompose \(R_k\) like this: 
\[
R_k = \mu + \lambda = \left[ a \times (2b) \times c \right] / 2 + \lambda
\]

The factorization of \(A_k\) has been shown above, combined with the decomposition of \(R_k\), we can get the signal flow graph of 8x8 inverse DCT of HEVC in Figure 3.

3. Comparison

In this section, we give complexity comparison with two other algorithms, which is listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Complexity comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Algorithm A</td>
</tr>
<tr>
<td>Algorithm B</td>
</tr>
<tr>
<td>Algorithm C</td>
</tr>
</tbody>
</table>

Algorithm A represents the direct 8x8 transform without any fast algorithm. Algorithm B represents the conventional fast algorithm similar to C and without \(R_k\) decomposition, which is adopted in [6]. Algorithm C represents the fast algorithm proposed in this work.

We can see from Table 1 that the proposed algorithm has 66% less multiplications and 46% less additions than direct method. It clearly shows the superiority of the proposed algorithm over the original direct algorithm in terms of computational complexity. Algorithm C has two more additions but two less multiplications than algorithm B. And the multiplication factor of algorithm C is smaller than algorithm B. Since multiplication is much more area-cost than addition in hardware implementation, algorithm C can save expenses for hardware implementation.

The 1D IDCT of three algorithms are implemented in Verilog HDL and synthesized by Synopsys Design Compiler using SMIC 130nm CMOS library. They are all combinational circuits. The hardware areas are listed in Table 1. The area of algorithm A is about two times than B and C, which is the same as the ratio of additions and multiplications. Area of algorithm B is a little larger than algorithm C, which is also as expected.

4. Conclusion

In this work, a fast 8x8 IDCT algorithm for HEVC is proposed. It utilizes the symmetric property of integer cosine transform to divide matrix into even part and odd part. As for the 8x8 transform matrix in HEVC, the even part and odd part can continue to decompose into sparse matrices. This algorithm has 66% less multiplications and 46% less additions than direct method and saves about 60% area for hardware implementation.
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